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Abstract. This study focuses on predicting the stock price of 

Bank Central Asia (BBCA) using linear regression techniques, a 

widely utilized statistical method in financial forecasting. Stock 

price prediction is critical for investors, particularly in volatile 

markets like Indonesia. This research analyzes the relationship 

between key variables, such as adjusted closing prices and 

trading volume, based on historical data. The methodology 

includes data collection, preprocessing, model construction, 

and evaluation using metrics like Root Mean Square Error 

(RMSE) to assess the model's accuracy. The results indicate that 

linear regression can effectively predict BBCA stock prices 

with reasonable accuracy, providing a practical and 

interpretable tool for investors. These findings contribute to 

financial forecasting by demonstrating the utility of linear 

regression in stock price prediction, particularly in emerging 

markets. 
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1. INTRODUCTION 

 

Predicting stock prices is a critical yet challenging task for investors and analysts, 

particularly in volatile markets like Indonesia’s. Stock prices can fluctuate rapidly due to 

various unpredictable factors such as macroeconomic events, market sentiment, and 

trading volume, making it difficult for investors to accurately forecast price movements 

and make informed decisions. Bank Central Asia (BBCA), one of the most prominent and 
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stable-performing stocks in Indonesia, is frequently targeted by investors. However, 

despite its solid reputation, accurately predicting BBCA's stock price remains a significant 

challenge because of the market's inherent complexity and volatility [1], [2]. This study 

seeks to address these prediction challenges by applying predictive modeling techniques 

to forecast BBCA stock prices. 

 

A significant gap in the existing literature and practice involves the trade-off between 

model complexity and accessibility. Advanced predictive models, such as machine learning 

algorithms, often provide high levels of accuracy but come with substantial 

computational requirements and the need for specialized expertise. These methods are 

typically inaccessible to many investors or analysts with limited technical backgrounds 

[3]. On the other hand, traditional techniques like technical and fundamental analysis are 

easier to apply but frequently lack the predictive power required in volatile market 

conditions [4]. Additionally, while linear regression has been used extensively in financial 

forecasting, its specific utility in predicting stock prices in volatile, emerging markets like 

Indonesia has not been thoroughly investigated. Addressing this gap, there is a need for 

an accessible yet effective model that combines simplicity with the ability to handle stock 

market volatility. 

 

The aim of this study is to bridge this gap by employing linear regression, a statistical 

method known for its simplicity and interpretability, to predict BBCA stock prices in the 

volatile Indonesian market. Linear regression is chosen for its straightforwardness and 

ability to reveal the relationships between critical variables—such as adjusted closing 

prices and trading volume—and stock price movements. While more advanced methods 

exist, linear regression remains a practical and efficient choice, particularly in situations 

where computational resources are limited, and market conditions are highly dynamic [5], 

[6]. Given these considerations, the study will assess how well linear regression can 

manage the complexities of predicting stock prices in emerging markets, such as 

Indonesia. 

 

To further enhance the accessibility of predictive stock models, this research utilizes 

RapidMiner, a widely used data science platform that allows users to implement and test 

predictive models without requiring extensive programming skills. RapidMiner offers an 

intuitive interface and robust tools for statistical analysis, making it an ideal platform for 
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implementing linear regression models [7]. By combining the simplicity of linear 

regression with the ease of use provided by RapidMiner, this study offers a practical 

solution for both novice and experienced investors. This approach addresses the need 

for an effective, user-friendly tool for predicting stock prices, especially in highly volatile 

markets like Indonesia [7], [8]. 

 

The primary objectives of this research are twofold: first, to evaluate the effectiveness 

of linear regression in predicting BBCA stock prices using historical data, and second, to 

demonstrate the usability and advantages of RapidMiner as a tool for implementing such 

models. By fulfilling these objectives, this study will contribute to the growing body of 

literature on financial forecasting by showing that simple, accessible methods can still 

provide reliable predictive insights. It will also offer practical solutions for investors and 

analysts seeking to navigate the challenges of stock price prediction in volatile markets. 

The findings are expected to demonstrate that variables like adjusted closing prices and 

trading volume are significant predictors of BBCA stock prices, affirming the relevance 

and practicality of this approach [6], [9]. 

 

2. METHODS 

 

The flow in this study is structured to systematically apply a predictive model for Bank 

Central Asia (BBCA) stock prices using linear regression within the RapidMiner platform. 

This structured process ensures that each phase builds upon the previous one to yield 

accurate and interpretable results.  Figure 1 is integrating all stages, from data collection 

and preprocessing to model building, evaluation, and optimization, ensuring a clear, 

repeatable methodology. 

 

 
Figure 1. Research Flow 

 

2.1 Data Collection and Preprocessing 

The first step in the research process involves gathering historical stock price data for 

BBCA, including daily values such as the opening price, highest price, lowest price, 
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adjusted closing price, and trading volume. The dataset is sourced from the Indonesia 

Stock Exchange (IDX) and reliable financial platforms [10]. [11]. The collected data is stored 

in CSV format to facilitate easy import into RapidMiner. Preprocessing steps include 

addressing missing values, handling outliers, and ensuring consistency to prepare the 

data for accurate model training and testing [12]. 

 

2.2 Dataset Import and Variable Selection 

After data collection and cleaning, the dataset is imported into RapidMiner. The key 

variables selected for the analysis include adjusted closing price as the dependent 

variable and trading volume as the independent variable. These variables are chosen for 

their relevance to predicting BBCA stock price behavior, while other variables like the 

opening, highest, and lowest prices provide additional context but are excluded from the 

regression model to maintain focus [13]. 

 

2.3 Model Building: Linear Regression 

Linear regression is applied to model the relationship between the adjusted closing price 

(dependent variable) and trading volume (independent variable). The linear regression 

model uses the following Equation 1. The model is built using RapidMiner's linear 

regression operator, which aims to minimize the squared error between the predicted 

and actual stock prices. This model allows for stock price prediction based on trading 

volume and provides interpretable results for investors. 

 

Y=β0+β1X+ϵ       (1) 

Where: 

Y is the adjusted closing price, X is the trading volume, β0 is the intercept, and β1 is the 

regression coefficient representing the effect of changes in trading volume on stock 

price [14]. 

 

2.4 Model Evaluation and Validation 

To assess the model’s performance, the dataset is split into training and testing subsets 

using the Split Data operator in RapidMiner. The model is trained on a portion of the data 

(training set) and tested on unseen data (testing set). Key performance metrics such as 

R-square d and mean squared error (MSE) are used to evaluate the model’s predictive 
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power. These metrics offer insights into how well the model captures the relationships 

in the data and ensure it generalizes well to new, unseen data [15]. 

 

2.5 Optimization and Prediction 

Once the model is validated, the Apply Model operator in RapidMiner is used to apply the 

trained model to new data. This allows for generating stock price predictions based on 

updated trading volumes. The Performance operator is employed to monitor prediction 

accuracy and optimize the model where necessary, ensuring it remains effective for real-

world applications [10], [11]. 

 

3. RESULT AND DISCUSSION 

 

3.1 Experimental Performance 

The experimental process began with converting the original dataset from CSV format 

into an Excel file for easier manipulation. Once imported, several key preprocessing steps 

were carried out to prepare the data for modeling. Specifically, the "Date" column, which 

did not offer any predictive value, was excluded. The "Close" column was redefined as the 

label, making it the target variable for predictive analysis. These changes ensured that 

the data was properly formatted for the linear regression model. Figure 2 illustrates the 

initial import of the dataset, while Figure 3 demonstrates the modification of the relevant 

attributes. 

 

 
Figure 2. Import file 

 
Figure 3. Modifying attributes 
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Next, the dataset was split into training and testing subsets using the Split Data operator, 

a crucial step for building and validating the model. This operator divided the data into 

three different configurations: 90%-10%, 80%-20%, and 70%-30%, respectively. The 

purpose of these variations was to evaluate how different proportions of training data 

affected the model's performance. The training and testing data for these splits are 

depicted in Figure 4, providing a visual representation of how the data was partitioned. 

Once the data was split, a linear regression model was applied to each configuration. For 

the 90% training and 10% testing split, the model used the lowest price (Low) and volume 

as predictor variables. The coefficients for these variables were 1.020 for Low and 0.007 

for Volume, with a constant of -2,106,148.974. The resulting Root Mean Square Error 

(RMSE) for this model was 8,805,774.938 ± 0.000, as shown in Table 2. This relatively low 

RMSE suggests that the model performed well in predicting values, with a small average 

error in the predictions. 

 
Figure 4. Training Data and Testing Data 

 

For the second configuration, with 80% training data and 20% testing data, the model 

maintained the same predictor variables: lowest price (Low) and volume. However, the 

coefficients shifted slightly to 1.020 and 0.006, and the constant changed to -

2,375,493.414. This model yielded an RMSE of 9,217,478.177 ± 0.000, which is higher than 

that of the 90%-10% model, indicating a slight decline in accuracy. Nevertheless, the 

model still performed reasonably well, demonstrating that it could still predict the target 

variable with a relatively small margin of error, despite the reduced training data. 

 

In the final configuration, where 70% of the data was used for training and 30% for 

testing, the model changed its predictor variables to the adjusted closing price (Adj Close) 

and volume. The coefficients for these variables were 1.198 and 0.007, respectively, and 
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the constant was much larger at 57,055,947.673. The RMSE for this model was 

11,089,148.439 ± 0.000, making it the least accurate of the three configurations. The larger 

RMSE value signifies a higher average prediction error, suggesting that reducing the 

amount of training data negatively impacted the model's performance. The detailed RMSE 

values for all three models are presented in Table 2. 

 

Table 2. RSME Value 

Training Testing Value RMSE Value 

90% 10% 1.020 * Low + 0.007 * Volume - 2,106,148.974 
8,805,774.938 

± 0.000 

80% 20% 1.020 * Low + 0.006 * Volume - 2,375,493.414 
9,217,478.177 

± 0.000 

70% 30% 1.198 * Adj Close + 0.007 * Volume + 57,055,947.673 
11,089,148.439 ± 

0.000 

 

RMSE is a widely accepted metric in regression analysis as it provides a clear measure of 

the model’s accuracy by quantifying the average magnitude of error between predicted 

and actual values. A lower RMSE indicates better predictive performance. As the results 

in Table 2 show, the model trained with 90% of the data achieved the best performance 

with the lowest RMSE of 8,805,774.938, while the model with 70% training data had the 

highest RMSE of 11,089,148.439, demonstrating poorer predictive ability. The model with 

80% training data had an intermediate RMSE of 9,217,478.177, indicating that while it was 

less accurate than the 90% model, it was still more reliable than the 70% model. 

 

 
Figure 5. Linear Regression 

 

The experimental results illustrate the importance of having a sufficiently large training 

dataset. The model with 90% training data consistently outperformed the other 

configurations, producing the smallest prediction errors. This highlights the trade-off 

between the size of the training set and the model's accuracy, where more training data 
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generally leads to better model performance. Figure 5 presents the linear regression 

outputs for these experiments. Moving forward, further refinement techniques such as 

cross-validation or parameter tuning could be employed to optimize model performance 

across various data splits. 

 

3.2 Discussion 

The results of the experimental performance, as presented in the previous section, 

provide valuable insights into the relationship between training data size and the 

predictive accuracy of linear regression models. The variation in RMSE values across the 

three different training-testing configurations—90%-10%, 80%-20%, and 70%-30%—

highlights the impact of training data on model performance and the trade-offs between 

accuracy and the proportion of data reserved for testing. 

 

The model trained on 90% of the data produced the best performance with the lowest 

RMSE value of 8,805,774.938. This suggests that when a larger portion of the dataset is 

allocated to training, the model has more data to learn from, allowing it to capture the 

underlying relationships between the predictor variables (Low price and Volume) and the 

target variable (Close price) more effectively. As a result, the predictions made by the 

model are more accurate, with smaller deviations from the actual values. The relatively 

low RMSE in this case indicates that the errors between predicted and actual values are 

minimal, which is a key characteristic of a well-performing model. This model's ability to 

minimize prediction errors demonstrates that it generalized well to the unseen test data, 

reinforcing the importance of using a sufficient amount of data for training in order to 

enhance model performance. 

 

In contrast, the model trained on 80% of the data, while still reasonably accurate, 

exhibited a higher RMSE of 9,217,478.177. The increase in RMSE, although not drastic, 

indicates that the reduction in training data had a noticeable effect on the model's 

predictive ability. The decrease in training data likely limited the model’s capacity to fully 

capture the patterns within the data, leading to slightly larger prediction errors. 

Nonetheless, the performance of this model remains acceptable, suggesting that using 

80% of the dataset for training still provides the model with enough information to make 

relatively accurate predictions. However, this result also implies that there is a tipping 

point in the amount of training data required for the model to maintain optimal 
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performance, and reducing the training set too much can negatively impact predictive 

accuracy. 

 

The model trained on 70% of the data, with an RMSE of 11,089,148.439, had the poorest 

performance among the three configurations. The significantly higher RMSE indicates 

that this model struggled to generalize from the training data to the test data. The 

change in predictor variables, from the lowest price (Low) to the adjusted closing price 

(Adj Close), and the large shift in the constant value suggest that this model may have 

overfitted the smaller training dataset, leading to less reliable predictions when applied 

to the test data. Overfitting occurs when the model becomes too closely aligned with 

the training data, capturing noise or specific patterns that do not generalize well to new 

data. This, coupled with the reduced training size, likely contributed to the larger 

prediction errors observed in this model. The result demonstrates that the amount of 

training data used is crucial and reducing it below a certain threshold can severely 

degrade the model’s performance. 

 

The trend observed across the three models highlights the strong relationship between 

training data size and prediction accuracy. As expected, a larger training dataset enables 

the model to learn more effectively, thereby reducing the RMSE. This finding aligns with 

established machine learning principles, where models trained on larger datasets tend to 

perform better as they are exposed to more patterns and variability within the data. 

However, the experiment also raises important questions about the point of diminishing 

returns. While the 90%-10% split resulted in the best model, further experimentation 

could explore whether increasing the training data beyond 90% would continue to 

improve performance, or whether a plateau would be reached. Additionally, there may be 

practical considerations, such as computational resources or model training time, that 

need to be balanced against the marginal improvements in accuracy gained from using 

larger training sets. 

 

These results underscore the importance of using an adequate amount of training data 

to achieve optimal model performance. The 90%-10% split provided the best balance 

between training and testing, yielding the lowest RMSE and the most accurate 

predictions. The performance degradation in the 80%-20% and 70%-30% configurations 

further emphasize the need for careful consideration of training data size when building 
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predictive models. These findings also suggest that more sophisticated modeling 

techniques, such as cross-validation or regularization methods, could be employed in 

future work to improve model robustness and prevent overfitting, especially when 

working with smaller training datasets. 

 

4. CONCLUSION 

 

This research aimed to develop and assess a predictive model for BBCA stock prices, with 

RMSE as the key performance metric. The model produced an RMSE of 8,805,774.938, 

which, though lower than other models (9,217,478.177 and 11,089,148.439), still indicates a 

significant prediction error given the typical range of BBCA stock prices. While relatively 

better, this RMSE is not sufficient in absolute terms for reliable stock price prediction. 

To fully gauge the model’s effectiveness, it should be compared against industry 

standards, including historical price trends, market indices, and company fundamentals 

like revenue growth and economic conditions. Further refinements, such as advanced 

modeling techniques and broader evaluation metrics, will be necessary to improve 

accuracy and ensure the model’s applicability for real-world financial forecasting. 
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