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Abstract. Object detection is a computer vision technique aimed at 

detecting and identifying objects in images or videos. In recent 

years, with advancements in Machine Learning and Deep Learning, 

object detection has made significant progress in various fields 

such as healthcare, security, and transportation. The DETR algorithm 

is a novel approach in object detection that combines transformer 

architecture with attention techniques to address object detection 

challenges. This research applies the DETR algorithm with ResNet 

backbone for vehicle detection on the roads, involving 6 object 

classes: Car, Truck, Bus, Motorcycle, Pickup Car, and Truck Box. Four 

training experiments were conducted: DETR-ResNet50, DETR-

ResNet101, DETR-DC5-ResNet50, and DETR-DC5-ResNet101. The 

implementation results show that DETR-DC5 improves the accuracy 

of vehicle detection. DETR-DC5 with ResNet-101 achieved the 

highest score for AP50, which is 0.957. However, it should be noted 

that DETR-DC5 with ResNet-50 managed to maintain overall AP 

stability, with a lower parameter of 35.5. The model's outcomes in 

this study can be effectively applied for vehicle detection on the 

roads. 
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1. INTRODUCTION 

 

Computer vision approach called "Object Detection" seeks to find and recognize objects 

in images or videos. With the advancements in Deep Learning technology, object 

detection has achieved remarkable levels of accuracy and speed, opening up new 
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opportunities in various fields. This makes object detection highly interesting for 

development and research. According to the analysis of 2000 scientific journals using 

bibliometric techniques [1], "Object Detection" has been the most researched and 

developed topic in the last three years : 2021, 2022, and 2023 Figure 1. In Indonesia, the 

development of machine learning technology for detecting objects in traffic, such as in 

autonomous vehicle applications [2], traffic management [3], and predicting 

transportation service demands [4], is highly needed. To achieve accurate vehicle object 

detection, the use of appropriate algorithms is crucial. Some algorithms that can be used 

for object detection include Faster-RCNN [5], Single Shot MultiBox Detector (SSD) [6], and 

DETR [7]. 

 

DETR [7] (Detection Transformer) is a powerful object detection algorithm that combines 

transformer architecture with attention mechanisms to address object detection 

challenges. DETR offers several advantages over traditional object detection methods by 

utilizing a transformer architecture that consists of three main components: a backbone 

CNN, an Encoder-Decoder transformer, and feedforward networks (FFN) [8]. This makes 

DETR a pioneering application of transformers in the field of object detection. However, 

DETR also has its limitations. It may struggle with effectively recognizing small-sized 

objects and can be time-consuming in processing images [9]. These limitations are 

important considerations when applying DETR in practical scenarios. Researchers and 

developers are continuously working to improve the performance and efficiency of DETR 

and other object detection algorithms to overcome these challenges. 

 

DETR offers a solution by providing a straightforward workflow and requiring a relatively 

small network architecture [10]. It has demonstrated state-of-the-art performance on the 

COCO benchmark for object detection. It represents a promising new approach for 

simple, efficient, and effective object detection [7], making it suitable for detecting 

vehicle objects in this research. However, DETR may face challenges in accurately 

recognizing small-sized vehicle objects and can exhibit slow convergence [8]. 

 

Residual Network (ResNet) [11] is one of the architectures of Convolutional Neural 

Networks (CNNs) that has shown significant improvements compared to previous CNN 

architectures. By incorporating ResNet into the DETR algorithm, it is possible to leverage 

its ability to capture more complex features and improve the overall performance of 
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vehicle detection. ResNet's deep residual connections allow for better information flow 

and can enable more accurate representation learning, leading to enhanced object 

detection capabilities. 

 

This research will apply ResNet as the backbone in the DETR algorithm to detect vehicles 

in traffic. The aim of this research is to maximize the accuracy of vehicle detection in 

traffic using the selected algorithm. Therefore, to generate a model that can be applied 

in the future to assist in the development of more efficient and reliable vehicle object 

detection systems. 

 

 
Figure 1. Analysis of Bibliometrix in the Last 3 Years [12] 

 

2. METHODS 

 

2.1 Dataset 

This research utilized the COCO dataset to train our model [13], which consists of 1,104 

(One Thousand One Hundred Four) images with a frame size of 480x480 pixels. The 

dataset has been processed by previous researchers using Mosaic data augmentation 

[13], which is a Machine Learning technique used to increase the size and diversity of the 

dataset by combining four images into one. The dataset includes six object classes related 

to vehicles: Car, Truck, Bus, Motorcycle, Pickup Car, and Truck Box, as shown in Figure 2. 
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Figure 2. Dataset Classes [13] 

2.2 Pre-Processing 

This research utilizes the ResNet backbone and the DETR algorithm to train the vehicle 

detection model. Following [7], the concept of Inference and NMS (Non-Maximum 

Suppression) is applied in this study. The hyperparameter settings and training strategy 

adhere to the DETR approach [7]. The results from two different backbones, ResNet-50 

and ResNet-101, are reported. Additionally, the performance of DETR-DC5 [7], [14], which 

improves the detection of small objects, is also evaluated. The base model is trained for 

50 epochs using an A100 GPU on 1,104 images as the training data. The training process 

typically takes around 2-5 hours, depending on the specific model used. The architecture 

as shown in Figure 3. 

 

 
Figure 3. Object Detection Pre-Processing 

 

The overlap between predicted bounding boxes and the ground truth bounding boxes is 

measured by DETR using IoU. IoU is calculated by subtracting the intersection area from 

the union area of two bounding boxes, as shown in Equation 1. A higher IoU provides a 

stricter and more conservative evaluation of object prediction accuracy. 

 

IoU= 
intersection area

union area
 (1) 
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AP (Average Precision) is a metric commonly used in object detection and information 

retrieval tasks to evaluate the performance of a model in terms of precision and recall. 

The formula as shown in Equation 2. 

 

AP= ! p(r)dr
1

0
 (2) 

 

Here, 𝑝(𝑟) represents the precision at a given recall value (𝑟). The integral calculates the 

area under the precision-recall curve, which provides a single scalar value that 

summarizes the model's performance across different recall levels. A higher AP indicates 

better precision-recall trade-off and thus a more accurate and reliable model. 

 

3. RESULTS AND DISCUSSION 

 

3.1 Performance Evaluation 

The evaluation results of DETR and DETR-DC5 models with ResNet-50 and ResNet-101 

backbones on the COCO dataset are presented in Table 1. 

 

Table 1. Results of Vehicle Detection 

Method Backbone AP AP50 AP75 APS APM APL 𝑨𝑷𝒙" Params 

DETR R50 0.626 0.915 0.779 0.455 0.604 0.791 0.695 41.5 

DETR R101 0.620 0.946 0.704 0.461 0.561 0.801 0.628 60.5 

DETR-DC5 R50 0.665 0.951 0.845 0.464 0.654 0.768 0.725 35.5 

DETR-DC5 R101 0.665 0.957 0.744 0.494 0.626 0.820 0.718 60.5 

 

This research conducted four training sessions with the DETR-R50, DETR-R101, DETR-

DC5-R50, and DETR-DC5-R101 models Table 1. The analysis results indicate that (𝐴𝑃#̅) 

represents the average of six types of Average Precision (AP), namely AP50-95, AP50, AP75, 

APS, APM, and APL. DETR-DC5 with ResNet-50 achieved the highest (𝐴𝑃#̅) value of 0.725. to 

calculate AP using Equation 3. 

 

APx%= 
x1+ x2+…+ xn

n
 (3) 
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DETR-DC5 with ResNet-50 excelled in AP50-95 (0.665), AP75 (0.845), and APM (0.654). On the 

other hand, DETR-DC5 with ResNet-101 excelled in AP50-95 (0.665), AP50 (0.957), APS (0.494), 

and APL (0.820). These results indicate that DETR-DC5 with ResNet-101 is more effective 

in detecting small-sized vehicle objects. However, DETR-DC5 with ResNet-50 still provides 

good performance. 

 

This research attempted to implement the generated model to detect vehicle objects on 

the highway in real- Two videos were used as a comparison material to assess the extent 

to which the model recognizes vehicle objects. Figure 4 represents the outcome from 

Video-1, which served as the training data in this study, and Figure 5 is the result of 

Video-2 acquired from pixabay.com. 

 

 
Figure 4. Vehicle detection in video-1 

 

From Figure 4 and Figure 5, it can be observed that DETR-DC5 with ResNet-50 as the 

backbone exhibits a more cautious approach in object detection, aiming to reduce the 
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potential for detection errors. On the other hand, using higher parameters, DETR-DC5 

with ResNet-101 as the backbone is capable of detecting more vehicles and displays 

higher sensitivity to smaller-sized vehicles. Based on the results of experiments using all 

four models (DETR-ResNet50, DETR-ResNet101, DETR-DC5-ResNet50, and DETR-DC5-

ResNet101), it can be concluded that the performance of DETR in terms of accuracy can 

be considered good. 

 

 
Figure 5. Vehicle detection in video-2 

 

In Figure 5 the model is unable to recognize or misidentifies the pickup car/transporter. 

This is influenced by the different video/image capture positions between video-1 and 

video-2, and in this study, video-2 was not included in the training data used to create 

the model. Training the model with a diverse dataset is a highly effective strategy to 

enhance detection accuracy. Therefore, the model can be adapted and applied in various 

situations and conditions, such as vehicle object detection in both daytime and nighttime 

scenarios. Several factors can impact object detection scores, including data quality and 

quantity, model architecture, label quality, parameters and hyperparameters, data 

preprocessing, and computational capacity. All these factors interact with each other and 

contribute to the object detection outcomes. 
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In the context of the training dataset used in this study, there are several aspects that 

have the potential to significantly affect detection scores. First, the size of objects (large, 

medium, small) within the training data can have a notable impact on prediction scores. 

Additionally, overlapping object positions also have the potential to affect prediction 

scores. This underscores the importance of considering variation and complexity in the 

training data to achieve accurate prediction scores. 

 

3.2 Discussion 

The results of this study provide insightful analysis into the performance of the DETR 

and DETR-DC5 models with ResNet-50 and ResNet-101 backbones on vehicle detection 

tasks using the COCO dataset. The evaluation results, as detailed in Table 1, offer a 

comprehensive view of the models' capabilities across various metrics, including AP, AP50, 

AP75, APS, APM, and APL. 

 

The DETR-DC5 model with the ResNet-50 backbone achieved the highest average 

precision (AP_x̅) of 0.725, demonstrating its superior performance across most metrics 

compared to other models. Specifically, DETR-DC5 with ResNet-50 excelled in overall AP 

(0.665), AP75 (0.845), and APM (0.654). This indicates that DETR-DC5 with ResNet-50 is 

particularly adept at detecting medium-sized vehicle objects, which could be crucial in 

scenarios where vehicles of moderate size are predominant. 

 

On the other hand, the DETR-DC5 model with ResNet-101 backbone showed exceptional 

performance in AP50 (0.957), APS (0.494), and APL (0.820), suggesting it is more sensitive 

to small-sized and large-sized vehicle objects. This sensitivity makes DETR-DC5 with 

ResNet-101 more effective in scenarios where vehicle objects vary significantly in size or 

when the detection of smaller objects is critical. 

 

When applying these models to real-world scenarios, such as detecting vehicles in 

highway videos, the DETR-DC5 with ResNet-50 backbone exhibited a more cautious 

approach, reducing the likelihood of detection errors. In contrast, DETR-DC5 with ResNet-

101, due to its higher parameter count, demonstrated a higher sensitivity to detecting a 

larger number of vehicles, including smaller-sized ones. This difference in performance 

highlights the trade-off between detection accuracy and sensitivity depending on the 

backbone and model parameters used. 
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The study also identified limitations in the model's performance when applied to 

different datasets. For instance, in Video-2, the model struggled to correctly identify 

certain vehicles, such as a pickup car/transporter. This issue can be attributed to 

differences in video capture conditions between the training data (Video-1) and the test 

data (Video-2). The model's inability to generalize effectively to Video-2 underscores the 

importance of training with a diverse dataset. Incorporating a wider range of scenarios, 

including various angles, lighting conditions, and vehicle types, is crucial to improving the 

model's robustness and generalizability. 

 

Several factors have been identified that could potentially impact the object detection 

scores, including the quality and quantity of data, model architecture, label quality, 

parameters and hyperparameters, data preprocessing, and computational resources. 

Among these, the variation in object sizes (large, medium, small) within the training data 

is particularly influential, as it directly affects the model's prediction scores. Additionally, 

overlapping object positions in the dataset could also skew prediction results, further 

emphasizing the need for a well-rounded and complex training dataset. 

 

The DETR-DC5 models, particularly when paired with the ResNet-50 and ResNet-101 

backbones, show promising results in vehicle detection tasks. While DETR-DC5 with 

ResNet-50 provides a balanced performance across various metrics, DETR-DC5 with 

ResNet-101 excels in scenarios requiring high sensitivity to object size variation. The study 

highlights the importance of a diverse training dataset to improve the model's 

generalization capability and suggests that model performance can be significantly 

influenced by the interplay of various factors such as data quality, model architecture, 

and computational resources. 

 
4. CONCLUSION 

 

This study implements the DETR algorithm for vehicle detection on the road. The main 

objective is to demonstrate the performance of the DETR algorithm in achieving state-

of-the-art results in object detection tasks based on COCO metrics. Training was 

conducted to compare the performance of the DETR method with DETR-DC5, using 

ResNet-50 and ResNet-101 as backbones. The overall results show that DETR-DC5 

improves vehicle detection accuracy. The overall AP50-95 remains consistent between 
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DETR-DC5 with ResNet-50 and DETR-DC5 with ResNet-101, at 0.665. DETR-DC5 with 

ResNet-101 achieves the highest value of 0.957 in AP50 and proves to be more effective 

in detecting small objects, with an APS value of 0.494. However, it should be noted that 

DETR-DC5 with ResNet-50 as the backbone achieves a good performance combination 

with a relatively low number of parameters, namely 35.5, making it an efficient choice. 

Finally, DETR-DC5 is proven to be more effective in improving object detection accuracy. 

However, it's important to note that the training computation time for DETR-DC5 is 

approximately twice as long as regular DETR. The choice of method depends on specific 

needs and resource availability. It's also important to consider other factors such as 

training time and implementation complexity when selecting the appropriate object 

detection method. 
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